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Abstract—In this paper, a state feedback controller is designed
via polynomial method for a double inverted pendulum. The
polynomial method is first extended into state space. Then based
on the equations of motion, the linearized state space model of
double inverted pendulum is derived near the upright balance
position. The state feedback controller is designed via polynomial
method where Ackermann’s formula is used to determined the
gain matrix. The polynomial-method-based controller design is
validated through real experiments. It is shown that the existence
of closed-loop zeros in the overall control system imposes limit
on the selection of the time constant in polynomial method. In
the end, the performance of the controller design is compared
with the well-known linear quadratic regulator control. The two
controllers share an identical state feedback control configuration,
but their design procedures are different. It is found that the
two different control methods have a similar performance. How-
ever compared with the trial-and-error-based linear quadratic
regulator optimal control, polynomial method is much more
straightforward in terms of its design procedure due to clear
physical meanings of its control parameters.

I. INTRODUCTION

An inverted pendulum is a typical open-loop unstable
system. The control of the inverted pendulum is a practical
benchmark problem. Its application can be found in many
real systems such as guidance systems on rockets and walking
robots. Usually a double inverted pendulum (DIP) is a starting
point for discussing the control of more complicated multi-link
inverted pendulums. In DIP, there are two linked pendulums
on a cart. Compared to the simplest single inverted pendulum
(SIP), DIP is a higher-order single-input-multi-output (SIMO)
system. Both of its two pendulums should be brought from the
unstable position to the upright position only by the horizontal
motion of the cart. DIP system is difficult to stabilize, and
its controller design provides convincing evidence of the
effectiveness of a design approach.

Many control methods both in the classical and modern
control have been applied to the control of SIP and DIP. In
1970s, Bryson and Luenberger discussed the linear feedback
and observer design of SIP via pole placement [1]. The classi-
cal control of SIP and DIP includes Lundherg and Roberge’s
research on stabilizing compensator using the root locus and
Nyquist plot of the system [2]. Optimal control algorithms
such as the well-known linear quadratic regulator (LQR) are
widely used for linear DIP controller design [3]-[5]. High-
order controllers in modern control were also proposed using

H∞ and µ-synthesis theories [6][7]. Adaptive sliding-mode
control can also be applied for the stabilizing and tracking of
a dual-axis inverted pendulum [14]. Recently the intelligent
control including neural-network and fuzzy control becomes
popular for the control of inverted pendulums [8]-[13] because
the control is less dependent on accurate physical models. At
the same time, in real applications, there are many limitations
such as in the cost and performance of hardware, unavoidable
on-site tuning, debugging effort and time. Therefore the low-
order linear controllers are still dominant in industrial applica-
tions. Further improvement on the low-order controller design
is both theoretically and practically important.

Besides the well-known classical and modern control, there
is an alternative approach called polynomial method. In this
method, the control configuration is predefined and thus the
corresponding closed-loop characteristic polynomial can be
derived at the beginning. Then the control parameters are deter-
mined via proper assignments of so-called characteristic ratios
and time constant [15]. Naslin empirically observed the rela-
tionship between characteristic ratios and transient response in
1960s [16]. An important contribution is attributed to Manabe,
who proposed the Coefficient Diagram Method (CDM) based
on Naslin’s findings and the Lipatov-Sokolov stability criteri-
on [17]. By using CDM, he successfully designed controllers
for many industrial applications [18]. Recently the polynomial
method has been extended to new applications such as the
force control of a flexible robot system [19].

In polynomial method, the design parameters have clear
and different physical meanings. This advantage enables a
straightforward design procedure. Furthermore, polynomial
method uses closed-loop characteristic polynomial. In terms
of closed-loop response, different low-order controllers may
be actually equivalent with some basic control configurations
such as the PID and state feedback configurations. Therefore
the controller design and analysis using the polynomial method
could become a general approach that does not depend on a
specific control configuration. Based on the above basic con-
sideration, this paper explores the possibility of the DIP single-
input-multi-output (SIMO) controller design via polynomial
method, while most existing research on polynomial method
is based on the single-input-single-output (SISO) transfer
functions. In the paper, the state space model of a DIP is
firstly derived, and the corresponding state feedback controller
is designed via polynomial method. The controller design



is then validated by real experiments. Thanks to the clear
physical meanings of the control parameters in polynomial
method, the classical tradeoff between speed of response and
damping is explicitly represented. Finally the performance of
polynomial-method-based controller design is compared with
that of the well-known LQR optimal control. It is found that
the two methods share a similar control performance, but the
polynomial method is superior in terms of its straightforward
design procedure.

II. PRELIMINARY DISCUSSION

For an initial discussion, an ideal all-pole closed-loop
system is first analyzed,

G(s) =
a0

ansn + an−1sn−1 + ...+ a1s+ a0
, (1)

where ai (i = 0, 1, ..., n) are the coefficients of characteristic
polynomial P (s),

P (s) = ans
n + an−1s

n−1 + ...+ a1s+ a0. (2)

In polynomial method, characteristic ratios γi (i = 1, ..., n−1)
and time constant τ are defined as follows:

γ1 =
a21
a0a2

, γ2 =
a22
a1a3

, . . . , γn−1 =
a2n−1

an−2an
, (3)

τ =
a1
a0

. (4)

Then characteristic polynomial P (s) can be rewritten as

1

γn−1γ2
n−2...γ

n−1
1

(τs)n + ...+
1

γ1
(τs)2 + (τs) + 1, (5)

Based on the above equation, it is straightforward from Laplace
transform that the time response is scaled by the factor τ , while
the shape of the response (i.e. the stability and damping of the
system) is determined only by the characteristic ratios.

Nonovershooting step response is of interest to determine a
nominal assignment of γi’s. It has been proved that an all-pole
system has monotonous decreasing frequency response under
the condition that all the characteristic ratios are larger than
two [15]. Besides, a characteristic ratio with lower-index has a
stronger influence [20]. Therefore overshoot can be adjusted by
only changing γ1. The minimum values of γ1, γ∗

1 ’s, that enable
nonovershootting response are listed in Table. I, which are
determined numerically due to the difficulty in finding exact
analytical solutions for high-order systems. The corresponding
step responses are shown in Fig. 1.

It is interesting to notice that for systems with different
orders, γ∗

1 ’s are all close to 2.5. This result well matches the
standard form in CDM method which is based on intensive
experimental studies [15][17]. Therefore a nominal assignment
of characteristic ratios can be approximately determined as

γ1 = 2.5 and γi = 2 for i = 2, ..., n− 1. (6)

With a fixed characteristic ratio assignment, the time response
of an all-pole system, i.e. the speed of response, is scaled
by the time constant τ , as shown in Fig. 1(b). In polynomial
method, the clear physical meanings of the parameters, γi’s
and τ , enable a straightforward design procedure, as discussed
in the following sections.

TABLE I. γ∗
1 ’S FOR NONOVERSHOOTING STEP RESPONSES

Order of System γ∗
1

3 2.61
4 2.53
5 2.48
6 2.48
7 2.48
8 2.48
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Fig. 1. Step responses of the general all-pole closed-loop systems under the
nominal characteristic ratio assignment. (a) Systems with the third to eighth
orders and an identical τ (=1). (b) An example: the fifth-order system with
various τ .

III. EXTENSION TO STATE SPACE

Besides using transfer functions such as (1), polynomial
method can also be extend to design multi-input-multi-output
(MIMO) controllers. The standard state space equations are
represented as

Ẋ = AX + BU,

Y = CX + DU, (7)

where X ∈ Rn, Y ∈ Rq , U ∈ Rp and A, B, C, D are constant
matrices with appropriate dimensions.

The state feedback control configuration shown in Fig. 2
is widely used in state-space-based controller design,

U = R − KX, K ∈ Rp×n (8)

where K is the gain matrix of the controller and R is the
reference input. Combining (7) and (8), the overall transfer

K

- +
B ∫ 

+
C

A

+R

D

+
+

X YU

Fig. 2. Block diagram of a state feedback controller

matrix between the reference command and the output can be
derived as

Y = (C − DK)(sI − A + BK)−1BR + DR. (9)

A matrix M ∈ Rn×n is defined as

M = sI − A + BK. (10)

Then the transfer matrix can be simplified as

Y =
adj(M)(C − DK)B + det(M)D

det(M)
R, (11)



where adj(M) is the adjoint matrix of M and det(M) is the
determinant of M.

In (11), A, B, C, D are constant matrices, and only matrix
M contains the Laplace operator s. The determinant of M and
the elements in the adjoint matrix of M are all polynomials
of s. The determinant of M is actually the characteristic
polynomial of the closed-loop system,

det(M) = sn + an−1(K)sn−1 + ...+ a1(K)s+ a0(K). (12)

The feedback gain matrix K can be designed via polynomial
method to satisfy the characteristic ratio and time constant
assignments,

γi =
a2i (K)

ai−1(K)ai+1(K)
, τ =

a1(K)

a0(K)
. (13)

Under specific assignments of the characteristic ratios γi’s
and the time constant τ , the feedback gain matrix K can be
determined by solving (13).

For a SIMO system, i.e. a special MIMO systems, the
gain matrix K in the state feedback control can be uniquely
determined by Ackermann’s Formula with specific assignments
of characteristic ratios and time constant.

K = enS−1P(A), (14)

where en is the unit vector of dimension n and S is the
controllability matrix,

en = (0 0 ... 0 1), (15)

S = [B AB A2B ... An−1B]. (16)

P(A) in (14) is a polynomial of matrix A,

P(A) = An+an−1An−1+an−2An−2+ ...+a1A+a0I, (17)

where ai is the the coefficients of a target characteristic
polynomial designed under the assignment of the characteristic
ratios γi’s and a specific time constant τ . Based on (3)(4), the
coefficient ai in (17) can be solved as

a0 =
γn−1γ

2
n−2...γ

n−2
2 γn−1

1

τn ,

a1 =
γn−1γ

2
n−2...γ

n−2
2 γn−1

1

τn−1 ,
...
ai = γn−1γ

2
n−2...γ

n−i−1
i+1 (γi...γ2γ1

τ )n−i i = 2, 3, ..., n− 1.
(18)

IV. CONTROL OF DOUBLE INVERTED PENDULUM

Double inverted pendulum (DIP) is a typical benchmark
SIMO system. Here the state feedback controller for a DIP in
Fig. 2 is designed via polynomial method.

A. System modeling

As shown in Fig. 3, the DIP model consists of a cart,
two pendulums and a free joint block. The notation and the
parameter values are shown in Table. II. For the sake of
simplicity, the pendulums are assumed to be uniform, and the
free joint block is assumed to be dimensionless with mass m3.

The equations of motion for the DIP system can be
obtained using the Largrange equations with the generalized

Fig. 3. Model of double inverted pendulum

TABLE II. NOTATIONS AND PARAMETER VALUES FOR THE DIP MODEL

Notation Description Parameter value

M mass of cart 1.1 kg
m1 mass of lower pendulum 0.05 kg
m2 mass of upper pendulum 0.132 kg
m3 mass of free joint block 0.236 kg
l1 distance form pin of cart to

centre of gravity of lower pendulum l 0.0775 m
l2 distance form pin of upper pendulum to

centre of gravity of upper pendulum l 0.251 m
g acceleration of gravity 9.8 m/s2

x linear displacement of the cart
θ1 angular displacement of the lower pendulum
θ2 angular displacement of the upper pendulum

coordinates q = (θ1, θ2). The total kinetic energy K of the
system relates to the motion of the cart, two pendulums and
the joint block,

K =
1

2
Mẋ2 +

1

2
m1ẋ

2 −m1l1ẋθ̇1cosθ1 +
2

3
m1l

2
1θ̇1

2

+
1

2
m2[ẋ

2 − 2ẋ(2l1θ̇1cosθ1 + l2θ̇2cosθ2)]

+
1

2
m2[4l

2
1θ̇1

2
+

4

3
l22θ̇2

2
+ 4l1l2θ1θ2cos(θ1 − θ2)]

+
1

2
m3ẋ

2 − 2m3l1ẋθ̇1cosθ1 + 2m3l
2
1θ̇1

2

(19)
The total potential energy V of the system can also be
calculated as follows,

V = m1l1cosθ1 +m2(2l1cosθ1 + l2cosθ2) + 2m3l1cosθ1.
(20)

Then combining (19) and (20), the Lagrangian L of the system
can be represented as

L = K − V. (21)

Since no external force is acted on the generalized coordi-
nates θ1 and θ2, the equations of motion can be obtained by
solving the Euler-Lagrange equation,

d

dt

∂L

∂θ̇1
− ∂L

∂θ1
= 0, (22)

d

dt

∂L

∂θ̇2
− ∂L

∂θ2
= 0. (23)



Applying (19)-(21) to (22) and (23), the equations of
motion for the DIP are calculated as

6m2l2θ2l2θ̇2
2
sin(θ2 − θ1) + 4(m1 + 3m2 + 3m3)l1θ̈1

+ 6m2l2θ̈2cos(θ2 − θ1)

+ (m1 + 2m2 + 2m3)(gsinθ1 + ẍcosθ1) = 0,
(24)

− 3gsinθ2 − 6l1θ̇1
2
sin(θ2 − θ1) + 4l2θ̈2 + 3ẍ[2l1cos(θ2 − θ1)

− cosθ2] = 0.
(25)

Equation (22) and (23) can be further linearized around the
upright balance point, i.e., (θ1, θ2) = (0, 0),

θ̈1 = K11θ1 +K12θ2 +K13ẍ, (26)

θ̈2 = K21θ1 +K22θ2 +K23ẍ, (27)

where
K11 =

3(m1 + 2m2 + 2m3))g

l1(4m1 + 3m2 + 12m3)
,

K21 =
−9(m1 + 2(m2 +m3))g)

2l2(4m1 + 3m2 + 12m3)
,

K12 =
−9m2g

2l1(4m1 + 3m2 + 12m3)
,

K22 =
3(m1 + 3(m2 +m3))g)

l2(4m1 + 3m2 + 12m3)
,

K13 =
3(2m1 +m2 − 4m3)

2l1(4m1 + 3m2 + 12m3)
,

K23 =
−3m1

2l2(4m1 + 3m2 + 12m3)
.

(28)

The state space model for the DIP system is represented
as

Ẋ = AX + BU,
Y = CX, (29)

where the input U , state vector X and output Y are defined as

U = ẍ = a · · · · · · · · · acceleration of cart, (30)

X = (x, θ1, θ2, ẋ, θ̇1, θ̇2)
T , Y = (x, θ1, θ2)

T . (31)

Then from (26) and (27), the coefficient matrices in (29) can
be derived as

A =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 K11 K12 0 0 0
0 K21 K22 0 0 0

 , B =


0
0
0
1

K13

K23

 ,

C =

(
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

)
. (32)

Substitution with the parameter values in Tab II yields

A =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 86.69 −21.62 0 0 0
0 −40.31 39.45 0 0 0

 , B =


0
0
0
1

6.64
−0.088

 .

(33)

Y = C(sI − A)−1BU. (34)

The characteristic equation can be derived as

det(sI − A) = s6 − 126.14s4 + 2548.4s2 (35)

So the DIP is a typical unstable system with roots

r = (0, 0,−5.03, 5.03,−10.04, 10.04) (36)

On the other hand, the controllability matrix S of the
system can be calculated as

S =
0 1 0 0 0 0
0 6.64 0 557.5 0 55927
0 −0.088 0 −271.1 0 −33976
1 0 0 0 0 0

6.64 0 577.5 0 55927 0
−0.09 0 −271.1 0 −33976 0

 .

(37)
The DIP system is controllable because S is nonsingular.

B. Controller design

With the previously derived DIP model, the state feedback
controller in Fig. 2 can be designed using polynomial method.

U = R− KX. (38)

Since DIP is a controllable SIMO system, U and R are both
one dimension variables. Ackermann’s formula can be applied
to determine the gain vector K. From the derived state space
model of the DIP system, the matrix polynomial P(A) in
Ackermann’s formula has the order of six. As discussed above,
the nominal characteristic ratio assignment in the DIP control
is selected as γi = [2.5, 2, 2, 2, 2]. Based on (18), P(A) is
solved as

P(A) = A6 +
40

τ
A5 +

800

τ2
A4 +

8000

τ3
A3 +

4× 104

τ4
A2

+
1× 105

τ5
A +

1× 105

τ6
I.

(39)
Finally combining (15), (37) and (39), the gain vector K can
be solved as equations of the time constant τ .

K = enS−1P(A) = [k1 k2 k3 k4 k5 k6], (40)

where

k1 =
3.92× 101

τ6
,

k2 =
1.18× 102

τ2
− 2.01

τ4
− 6.08

τ6
+ 1.89× 101,

k3 =
−1.19× 102

τ2
− 1.52× 102

τ4
− 1.30× 101

τ6
− 9.08,

k4 =
3.92× 101

τ5
,

k5 =
5.91

τ
− 4.20× 10−1

τ3
− 6.08

τ5
,

k6 = −5.95

τ
− 3.04× 101

τ3
− 1.30× 101

τ5
.

(41)

The designed gain vectors K under different assignments
of τ are shown in Table. III.



TABLE III. GAIN VECTOR OF DIP CONTROL VIA POLYNOMIAL
METHOD

τ K
0.9 [73.84, 151.16, -411.65, 66.45, -4.24, -70.19]
1.0 [39.24, 129.69, -292.76, 39.24, -0.54, -49.26]
1.2 [13.14, 98.44, -169.21, 15.77, 2.28, -27.73]
1.4 [5.21, 78.21, -110.99, 7.30, 2.97, -17.72]
1.6 [2.34, 64.65, -79.47, 3.74, 3.04, -12.36]
1.8 [1.15, 55.21, -60.62, 2.08, 2.91, -9.20]
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Fig. 4. Frequency responses of the closed-loop transfer matrix

C. Closed-loop frequency response

For the SIMO control of DIP system, the closed-loop
transfer matrix between the reference input R and the output
vector Y can be represented as

T =
Y
R

= C(sI − A + BK)−1B (42)

where
T = [Tx, Tθ1, Tθ2]. (43)

Tx =
x

R
, Tθ1 =

θ1
R
, Tθ2 =

θ2
R

(44)

With the derived gain vector K in (40)(41), the frequency
responses of Tx, Tθ1 and Tθ2 can be calculated as shown
in Fig. 4, where the τ is selected to be 1. According to the
frequency response of Tx, the reference input R would leads
to the nonzero steady state for x. While the steady states for
θ1 and θ2 are always zeros for the reason that θ1 = θ2 = 0 is
the only balance condition for DIP system. Considering that
in steady-state, the input U in (38) should be zero, the steady
state of x can be easily determined as

xss =
1

k1
·R, (45)

.

It has already been shown that the gain vector K changes
with different assignment of time constant τ (see (41)). Even
though the nominal assignments of characteristic ratios are
always available by proper design of K in (42), due to the
existence of system zeros, the damping of closed-loop system
is also influenced by the assignment of time constant. Since the
output x has nonzero steady state in (45), frequency responses
of Tx with different time constant assignment is analyzed.
Normalization can be held by letting

T ∗
x = k1Tx, (46)

so that the transfer function T ∗
x has unitary steady-state gain.

Due to the complexity of high-order system zeros in (42),
numerical simulations are demonstrated in Fig. 5. A clear

−1 −0.5 0 0.5 1 1.5 2 2.5 3
−120

−100

−80

−60

−40

−20

0

20

log(ω)

d
B

| T
* x

|

τ from 1.5 to 0.5 with interval of 0.2

Fig. 5. Frequency response of T ∗
x with the change of time constant
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Fig. 6. Simulation results of disturbance response with different time
constants

trade-off between response speed and damping can be ob-
served. With the increasing of response speed, i.e, decreasing
of time constant τ , the damping of system drops gradually. And
the further decreasing of τ finally leads to the appearance of
resonant peak in frequency response.

D. Simulation of disturbance response

Considering that DIP is only balanced at the upright
position, disturbance response is analyzed for system with
angle bias. The following simulations look into the case that
both pendulums have an angle bias of 0.17 rad(10 degree) in
opposite directions.

As shown in Fig 6, we can see that the angle disturbance
can be well suppressed to move the system output to steady
state. Meanwhile, the response speed of the system slows down
as τ increases. It can be observed that the fast response with
small value of τ has poor system damping due to the existence
of system zeros as mentioned. Therefore, the response speed
has certain limitations considering the disturbance response.

V. EXPERIMENTAL RESULTS

The designed controllers are implemented using a Googol
GLIP2002 DIP test bench, shown in Figs. 7 and 8. The DIP
test bench in Fig. 8 consists of a base, a chart, two pendulum



Fig. 7. Experimental setup

Fig. 8. The double inverted pendulum

rods and a servomotor. The cart is driven by the servomotor
through the timing belt to move back and forth on the sliding
shaft. Three optical encoders send feedback signals including
the cart displacement and the angular displacements of the two
pendulums.

The inverted pendulum system is controlled by a PC
equipped with a DSP-based motion control card (GT-400-
SV-PCI) with advanced data I/O and storage capability. The
controller is executed in MATLAB Simulik by using the Real-
Time Workshop (RTW) Toolbox. During the experiment, if
any one of pendulum angles is exceed 35 degree, the system
will automatically stop for safety.

A. Polynomial-based design

The experimental results using the designed controllers
in Table. III are shown in Fig. 9. For a fast response with
τ = 0.9, the control system becomes unstable due to the
lack of damping. The existence of closed-loop zeros in state
feedback control, i.e. in (11), impose limits on the selection
of a desired response speed, i.e. the time constant τ . The
experimental results well reflect the classical tradeoff between
damping and response speed in controller design.

B. Comparison with linear quadratic regulator

Linear quadratic regulator (LQR) is a common optimal
control in state space. Various LQR-based controllers have
already proposed for single inverted pendulum (SIP) control
[21][22]. In this paper, for a purpose of comparison, the state
feedback controller for the DIP is also designed using LQR
optimal control. After a considerable amount of trial-and-
error in simulation, a satisfactory LQR weighting matrix is
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Fig. 9. Experimental results using different time constants. (a)τ = 0.9.
(b)τ = 1.0. (c)τ = 1.2. (d)τ = 1.4. (e)τ = 1.6. (f)τ = 1.8.

determined, as shown in Table IV. Then the feedback gain
vector K can be determined accordingly,

K = [17.32, 110.87, −197.57, 18.47, 2.71, −32.14]. (47)

The corresponding characteristic ratios and time constant can
be calculated as

γi = [2.1908, 2.0938, 1.9191, 1.9883, 2.3913],

τ = 1.063.
(48)

TABLE IV. WEIGHTING MATRIX OF LQR OPTIMAL CONTROL

Weighting matrix Value
Q [300, 500, 500, 0, 0, 0]
R 1

Since the time constant in LQR is 1.063, for a comparison
purpose, the time constant in (41) is also set to be 1.063.
The experimental results of LQR and polynomial-method-
based controllers are demonstrated in Fig. 10. The control
performances of the two controllers are similar. It is well
known that LQR controller design is a mathematical approach
which is based on intensive trail-and-error to determine the
weighting matrix. Compared with LQR control, polynomial
method is an analytic procedure which is a more straightfor-
ward approach. The similar control performance indicates that
polynomial method is an efficient analytical way to approach
the optimum.



0 1 2 3 4 5 6
−0.4

−0.2

0

0.2

0.4

x
(m

)

 

 

0 1 2 3 4 5 6
−0.4

−0.2

0

0.2

0.4

θ
1

(r
ad

)

0 1 2 3 4 5 6
−0.4

−0.2

0

0.2

0.4

time (s)

θ
2

(r
ad

)
Po ly
LQR

Fig. 10. Performance comparison between the polynomial-method-based
controller and the LQR controller.

VI. CONCLUSION

In this paper, the state feedback control of a DIP system
is designed via the polynomial method. The linearized state
space model of the DIP is firstly derived from the equa-
tions of motion. The control parameters are then determined
through nominal characteristic ratio assignment under different
response speeds, i.e. assignment of τ . The designed controllers
are validated using real experiments. It is found that the
existence of the zeros imposes limit on the selection of
response speed, i.e. τ . According to the experimental results,
with an increasing response speed, once its corresponding time
constant τ is smaller than 0.9, the damping of the system
becomes insufficient.

The polynomial-method-based control is also compared
with the well-known LQR optimal control. The two controllers
share an identical control configuration, but different design
approach. It is interesting to find that the optimization-based
LQR control actually results characteristic ratios close to the
nominal assignment in the polynomial method. The two design
approaches have a similar performance in the experiments.
However the polynomial-method-based controller design is a
more straightforward analytical design, while the LQR control
of the DIP heavily depends on intensive trial-and-error-based
selection of the weighting matrix. Compared to the LQR
control, polynomial method is a general and effective approach
because its control parameters have clear physical meanings.
This unique advantage would make it suitable for solving real
control problems.
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